Using a Streak Camera to Resolve the Motion of Molecular Excited States with Picosecond Time Resolution and 150 nm Spatial Resolution
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A one-dimensional streak camera imaging (1D-SCI) experiment to visualize the spatial motion of luminescent excited-state species in condensed phase systems is presented. A femtosecond pulse is focused through an objective lens to create a localized excited-state population, using either one-photon or two-photon excitation conditions. The time-dependent emission from this spot is then imaged onto the horizontal entrance slit of a streak camera. The resulting one-dimensional projection of the emission spot is detected with picosecond time resolution. Using this setup, the ability to resolve broadening of the excitation spot due to diffusive motion on the order of 150 nm is demonstrated. The 1D-SCI technique is successfully employed to image the translational diffusion of excited-state platinum octaethylporphyrin molecules in a toluene solution at various concentrations. In addition, the absence of long-range (> 1 μm) electronic energy transfer in the polymer polyvinylcarbazole is confirmed. In both of these samples, the absorption and emission spectra are well-separated, and the luminescence can escape the sample without reabsorption playing a role. Preliminary experiments on disodium fluorescein, a molecule with a small fluorescence Stokes shift, exhibit anomalously rapid broadening. This is most likely due to fluorescence reabsorption and re-emission, although the simplest model of nonradiative transport fails to capture the observed behavior. In principle, changes in the optical arrangement could improve the spatial resolution of this experiment to approximately 60 nm, given the current experimental signal-to-noise ratio. Other potential improvements and limitations of the technique are also discussed.

Introduction

The ability of electronic excited states to migrate through organic materials helps determine technological figures-of-merit like the “amplification” of fluorescence sensors1–3 and the efficiency of photovoltaic cells.4,5 Electronic energy transfer (EET) in an organic material is characterized by the diffusion constant $D_{\text{EET}}$ and diffusion length $L_D$ of the excited states or excitons. Because of its practical importance, a variety of experimental methods have been developed to measure the rate and spatial extent of EET in molecular systems. Polarization anisotropy experiments provide a way to measure the initial transfer step in a disordered medium.6 But since these experiments are sensitive only to the initial EET event in orientationally disordered samples, they cannot provide a direct measure of $L_D$, which is determined by all of the subsequent hopping events.7 Many workers have used an extrinsic dopant as a fluorescence quencher or acceptor.8 By measuring the amount of host fluorescence quenching as a function of dopant concentration, such bulk quenching studies permit the determination of a diffusion length for the exciton in the host material. But in order to obtain quantitative information about $L_D$ using the acceptor doping method, one must know the details of the host–acceptor EET interaction.9 Furthermore, these experiments usually rest on the assumption that the presence of the acceptor molecule does not affect the properties of the host. While this may be the case in amorphous materials, it is likely that dopant molecules disrupt the packing of ordered host materials, for example, molecular crystals. Surface quenching of excitons at a second, spatially distinct layer avoids the issue of understanding the details of the host–guest interaction but leads to other problems.10,11 In particular, this type of layered structure can have nontrivial optical properties, and phenomena like spatially nonuniform excitation and wave-guided host fluorescence can complicate the interpretation of the data.8 Transient grating measurements provide a direct way to probe the spatial dependence of the EET without the introduction of a second chemical species into the host material.12,13 But this nonlinear scattering experiment also requires a spatially homogeneous sample and high chromophore concentrations, while its spatial resolution is limited by the crossing angle of the laser beams. The different limitations of these techniques may provide an explanation for widely varying $L_D$ values that currently exist in the literature for commonly studied materials like anthracene8 and the polymer polyvinylcarbazole (PVK).14,15

The need for better tools to obtain reliable values for EET lengths has inspired the development of direct imaging techniques. Near-field scanning optical microscopy (NSOM) techniques have been used to directly image photobleaching patterns to deduce the exciton diffusion length in organic materials.16,17 The chemical steps involved in photobleaching are not well-understood in most cases, however, and uncertainties about the roles of thermal transport and charged species may complicate the estimation of $L_D$. Direct spatial imaging of luminescence has been used to characterize self-absorption,18 and Barbara and co-workers have shown that high-resolution diffraction-limited imaging of an NSOM excitation spot can provide a direct probe of the EET distance in organic materials.19 One limitation of this approach is that it integrates the fluorescence image over
time. If one could time-resolve the image, one should be able to compare the early spot, unBroadened by diffusion, to later spots that exhibit broadening and thus directly measure the diffusive motion. Exciton diffusion in inorganic semiconductors has been studied using time-resolved pump–probe and spatially resolved luminescence decays, and recently, a Kerr gate microscope has been developed for picosecond time-resolved imaging of luminescence. In this paper, we use the time-resolved projection of the emission spot onto the multi-channel plate of a streak camera to obtain information about EET in molecular systems. By using this one-dimensional streak camera imaging (1D-SCI) experiment, we can directly visualize the spreading of a luminescence spot due to diffusive motion with picosecond resolution. We use the translational diffusion of excited-state platinum octaethylporphyrin as a proof-of-principle experiment. We then study EET in PVK, a material where recent experiments have suggested that EET may be in the micron regime. Preliminary experiments on disodium fluorescein, a molecule with a small fluorescence Stokes shift, result in anomalously rapid broadening, most likely due to fluorescence reabsorption and re-emission. We end by discussing possible improvements and limitations of the technique and estimate its ultimate utility for the study of EET in organic materials.

Experimental Section

Sample Preparation. Platinum octaethylporphyrin (PtOEP) was obtained from Frontier Scientific, Inc., and polymethylmethacrylate (PMMA), polyvinylcarbazole (PVK, Mw 1 100,000) and chlorobenzene (99.9%, HPLC grade) were obtained from Aldrich. Toluene (spectroscopic grade) is from EM Science; ethanol is from Gold Shield Chemical Co.; disodium fluorescein (DSF) is from Exciton; and Rhodamine 6G is from Lambda Physik. All chemicals were used as received. Dissolving 25.8 mg DSF in 2.5 mL basic ethanol (pH 13, made basic with KOH) gave 2.5 × 10⁻² M solutions. Film samples were prepared by drop-casting PMMA/toluene or spin-casting PVK/chlorobenzene solutions on microscope slides. After drying, they were placed in an evacuated microscope cryostat (Janis ST-500), in order to avoid photooxidation and oxygen quenching. The concentration of PtOEP in PMMA was 5 μM (thickness of film = 0.9 μm), while that of PtOEP in toluene ranged from 5.5 μM to 650 μM, and PVK was used as a neat film with a thickness of 120 nm. Liquid samples were first degassed by bubbling argon through the solutions for 45 min, and then in a glovebox loaded into home-built 2.5 μm optical path length cuvettes, which consisted of two microscope slides sandwiched together with a 2.5 μm thick metal spacer and sealed with epoxy (Resin Formulators, RF-912). Samples were prepared with peak optical densities of less than 0.1 for the DSF and PtOEP samples and of less than 0.3 for the PVK films.

Photophysics. Steady-state UV–vis absorption and fluorescence data were taken using a Cary 50 Bio UV-visible spectrometer and a Spex Fluorolog Tau-3 fluorescence spectrophotometer (excitation at 400 nm), respectively.

The time-resolved fluorescence imaging data were obtained using either one-photon excitation at 400 nm (for PtOEP in toluene and PMMA) or two-photon excitation (for PVK and DSF) at 800 nm. The 800 nm pulses were generated by a 40 kHz regeneratively amplified Ti:sapphire laser system, while the 400 nm pulses were obtained by frequency doubling the amplified Ti:sapphire laser light (at an 8 kHz repetition rate) in a Type I BBO crystal. The pulse duration was 150–200 fs. The pulses were attenuated and directed into a home-built microscope with a 40 × 0.60 NA long working distance dry objective and a 500 mm tube lens, attached to a commercial picosecond streak camera (Hamamatsu C4334 Streakscope). The experimental setup is outlined in Figure 1. The magnification of the microscope was calibrated using a 130 lines/mm frequency target, which was illuminated from below, instead of the fluorescent sample, and determined to be 37.5, which corresponds to 29 pixels/μm on the streak camera. The fluorescence emission of all samples was collected by the microscope objective and directed back through a dichroic mirror to the tube lens and streak camera. Scattered excitation light was removed by placing filters (three hot mirrors for 800 nm excitation, two GG420 filters for 400 nm excitation) in front of the streak camera. Ambient light was kept from the detector by means of a light-tight enclosure around the instrument. For the PtOEP samples, approximately 5 × 10⁶ laser shots were averaged over 3.5 h, while for PVK film samples 2 × 10⁴ laser shots were averaged, all in photon-counting mode.

In order to realize a defined focal width using one-photon excitation of PtOEP molecules with 400 nm pulses, thin slabs (2.5 μm cuvette or <1 μm thin films) of PtOEP in toluene or PMMA were placed in the 400 nm focus. Direct imaging of the emission resulted in focal spots with full width at half-maximum (fwhm) diameters of 1.7 μm (800 nm pulses) and 1.4 μm (400 nm pulses, in toluene). Note that these spots are considerably larger than the theoretical diffraction limit of the objective lens, which is given by the resolution limit,

\[ fwhm = \frac{0.6\lambda}{NA} \]  \hspace{1cm} (1)

where λ is the wavelength of light and NA is the numerical aperture of the lens. The relatively large spot sizes result from nonidealities in the focusing optics and the laser beam mode and from the fact that we did not overfill the lens aperture. The reason for not pushing the resolution limits of the microscope was to maintain reasonably well-behaved focal profiles that could be modeled in terms of easily analyzed Gaussian functions and to avoid the more complicated Airy functions which are associated with highly focused beams that overfill the back.
aperture. The laser spot sizes and pulse energies resulted in maximum peak intensities of $5.0 \times 10^9$ W/cm² (800 nm pulses) and $1.6 \times 10^9$ W/cm² (400 nm pulses). The low laser intensities necessitated the long data acquisition times mentioned above but avoided artifacts like sample photobleaching and detector nonlinearity. In order to check the reproducibility of the data, we repeated the experiments for longer periods and also performed a pump power dependence study. In all of these cases, we saw no change in the results. Therefore, we conclude that PtOEP is photochemically stable at our experimental conditions.

To analyze the one-dimensional images obtained from the streak camera, we first assume that the emission spot is radially symmetric and can be represented by a weighted sum of Gaussian functions. In this case, the initial two-dimensional (2D) spot $I(x,y,0)$ is given by

$$I_{2D}(x,y,0) = A_1 \exp\left(-\frac{x^2 + y^2}{w^2}\right) + A_2 \exp\left(-\frac{x^2 + y^2}{w^2}\right) + \cdots \tag{2}$$

Note that an asymmetric excitation spot can be described by summing two off-center Gaussians without loss of generality. The time-evolution of this spot is then just given by the convolution of the initial distribution with a Gaussian broadening function:

$$I_{2D}(x,y,t) = I_{2D}(x,y,0) \otimes \text{Diff}(x,y,t) \tag{3}$$

$$\text{Diff}(x,y,t) = \frac{1}{\pi w_G(t)} \exp\left(-\frac{x^2 + y^2}{w_G(t)^2}\right) \tag{4}$$

$w_G(t)$ is the adjustable parameter, which should be equal to $\sqrt{4Dt}$ for diffusive broadening. The convolution of these two functions results in

$$I_{2D}(x,y,t) = \frac{A_1}{\pi w_G(t)} \exp\left(-\frac{x^2 + y^2}{w_1^2 + w_G(t)^2}\right) + \frac{A_2}{\pi w_G(t)} \exp\left(-\frac{x^2 + y^2}{w_2^2 + w_G(t)^2}\right) + \cdots \tag{5}$$

In the 1D-SCI experiment, the two-dimensional diffusion is then mapped onto a one-dimensional multichannel plate, which effectively integrates over the y dimension:

$$I_{1D}(x,t) = \int_{-\infty}^{+\infty} dy \, I_{2D}(x,y,t) \tag{6}$$

$$I_{1D}(x,t) = \frac{A_1}{\sqrt{\pi w_G(t)}} \exp\left(-\frac{x^2}{w_1^2 + w_G(t)^2}\right) + \frac{A_2}{\sqrt{\pi w_G(t)}} \exp\left(-\frac{x^2}{w_2^2 + w_G(t)^2}\right) + \cdots \tag{7}$$

Thus the 1D projection of the diffusion-broadened 2D profile is equivalent to convolving the initial 1D projection with a diffusion function. Rather than using a sum of Gaussians to describe the initial 1D profile of the excitation spot, we can use a different type of function which captures the shape of the one-dimensional profile, as long as it can be approximated by a sum of Gaussians. One such function is a Lorentzian profile with the width $w_L$. In this case, the initial 1D projection is given by

$$I_{1D}(x,0) = \frac{w_L}{w_L^2 + 4x^2} \tag{8}$$

This function is then convolved with a 1D Gaussian broadening function with a 1/e half-width $w_G(t)$ in the same way as described above, and the formula used to describe the time-dependent 1D projection is

$$I_{1D}(x,t) = \frac{w_L}{w_L^2 + 4x^2} \otimes \frac{1}{\sqrt{\pi w_G(t)}} \exp\left(-\frac{x^2}{w_G(t)^2}\right) = \frac{w_L}{\sqrt{\pi}} \int_{-\infty}^{+\infty} \frac{\exp\left(-x^2\right)}{w_L^2 + 4(x - w_G(t)x')^2} dx' \tag{9}$$

One of the advantages of the time-resolved imaging approach is that it relies on measuring the relative changes in the spatial image and thus is not particularly sensitive to the initial shape of the excitation spot. In practice, the signal-to-noise ratio of the experiment will determine the amount of broadening that can be resolved and thus the smallest diffusive displacement that can be extracted from the data. In our experiments on PtOEP in toluene, for example, the Gaussian broadening parameter $w_G$ has a standard deviation $\sigma_G = 0.139\, \mu m$, as compared with an initial 1/e half width of 0.829 µm. Thus, the uncertainty of the broadening divided by the initial width is 0.167 or $\sim 17\%$ detectable broadening within the error. For PtOEP in PMMA, where the signal-to-noise is better because of the longer luminescence lifetime, we obtain a ratio of 12%. In principle, these numbers could be improved by acquiring more data to increase the signal-to-noise and decrease the uncertainty in $w_G$.

The experiments reported here required several hours of averaging; the ability to average for longer times is limited by the stability of the laser, the sample, or both.

### Results and Discussion

In order to demonstrate the 1D-SCI method in a simple chemical system whose dynamics are well-understood, we first studied the phosphorescent dye PtOEP in room temperature toluene. The absorption and emission spectra of this molecule, shown in Figure 2a, are well-separated. The presence of the heavy metal atom in PtOEP results in a strongly allowed, long-lived phosphorescent emission centered at 645 nm. The lifetime of PtOEP has been measured using NMR methods, which is found to be $D = 8.6 \times 10^{-6}\, \text{cm}^2/\text{s}$. Given this diffusion rate, the molecules can be expected to travel a distance

$$L_D = \sqrt{6Dt_{ex}} = 406\, \text{nm} \tag{10}$$

within their excited-state lifetime $\tau_{ex} = 32\, \mu s$. Thus, PtOEP provides a good test system for our 1D-SCI method: a long-lived excited-state gives rise to a measurable diffusion length,
Figure 2. (a) Steady-state absorption (solid line) and phosphorescence (dashed line) spectra of PtOEP in toluene. The molecular structure of PtOEP is shown in the inset. (b) Phosphorescence decay of PtOEP in toluene solution in the 2.5 μm path length cell.

Figure 3. Spatial profiles of the emission spot as a function of time (integrated over 10 μs windows centered at 0 μs (black circles), 42 μs (red squares), and 84 μs (blue triangles); open symbols, data; solid lines, fits). (a) PtOEP in toluene shows broadening of the spot due to translational diffusion of the excited PtOEP molecules during their lifetime. (b) When PtOEP is embedded in the solid PMMA matrix, no broadening is observed. (c) and (d) Enlarged sections of the data and fits in (a) and (b), respectively.

while the mechanism of diffusion is straightforward and has been measured previously.

Figure 3a shows the results when the emission of PtOEP is projected onto the linear streak camera multichannel plate. The initial projection of the emission spot is well-approximated by a Lorentzian profile rather than a Gaussian profile, as discussed in Experimental Section, the rate of broadening still provides information about the diffusion. The emission spot broadens with time, as expected because of the translational diffusion of the molecules outside of the laser focal spot. The broadened spots in Figure 3a are well-reproduced by convolving the initial Lorentzian profile with a Gaussian line shape with a time-dependent width. By fitting each 10 μs slice of the emission profile, we obtain a time-dependent Gaussian width w(t), which is plotted in Figure 4 for various PtOEP concentrations. For all concentrations, the broadening increases linearly with time as expected for a diffusive process. From eq 5, the slope of the line allows us to obtain D. At the lowest concentration, 5.5 × 10^{-6} M, D is found to be (8.9 ± 0.7) × 10^{-6} cm²/s, which is identical to that obtained from NMR measurements to within the experimental error. At the highest concentration, D increases slightly to (10.2 ± 0.3) × 10^{-6} cm²/s. While the observed increase is close to the experimental error, it may reflect a slight enhancement of the energy diffusion rate at the highest concentrations due to intermolecular energy transfer. Such an effect has been shown to be significant for singlet–singlet energy transfer. 28–31 Triplet–triplet energy transfer arises from short-range interactions and requires close contact of the molecules, and its ability to enhance the apparent motion of the excited-state is expected to be much more limited. The collision rate k_{coll} for PtOEP in toluene can be calculated using the expression

\[ k_{coll} = 8 \pi N_A D R_H C \]  

(11)

where N_A is Avogadro’s number, D is the diffusion constant, R_H = 0.5 nm is the hydrodynamic radius for PtOEP, and C is the molar concentration. Using this expression, we find that an excited PtOEP molecule undergoes ~160 collisions with other PtOEP molecules in a 6.5 × 10^{-4} M solution during its 32 μs lifetime. Thus, there exist many opportunities for intermolecular energy transfer, although its effect on the overall energy diffusion appears to be quite small. In the dilute polymer solution, there is no chance for either translational or EET diffusion, and thus the time-dependent broadening is completely absent for a sample of PtOEP embedded in a solid polymer matrix. These experimental results are shown in Figure 3b,d. Note that in PMMA the PtOEP lifetime is 98 μs, which leads to greater signal levels at long delays and thus better signal-to-noise ratios in the beam profiles. A second point is that the initial spot has a Gaussian profile rather than a Lorentzian profile. This different profile is likely the result of weaker focusing of the laser beam in air (refractive index of 1.0) over the polymer sample as opposed to focusing through glass (refractive index of 1.5) into the toluene solution of PtOEP.
The inset shows the molecular structure of PVK. In its present realization, the experiment is limited by the relatively large excitation spot, which is a function of imperfections in the laser mode and our weak focusing conditions. The laser mode can be improved by spatial filtering. By increasing the input laser beam diameter by using a telescope and overfilling the rear aperture of the objective lens, we ought to be able to approach the diffraction-limited spot size, whose fwhm is given by eq 1. Given \( \lambda = 400 \text{ nm} \) and an NA = 0.6 and assuming a focus in air, we get a minimum fwhm of the spot of 0.4 \( \mu \text{m} \). If we are able to discern a 15% change in width, as described in Experimental Section, this suggests an ultimate resolution of the technique of 60 nm. Increasing the NA of the objective is another obvious approach to shrinking the spot size, but this is problematic for the following reasons. We want to study samples at different temperatures or that are air-sensitive. In the microscope cryostat used for our experiments, the sample is separated from the objective lens by a window at least 1 mm thick. The long working distances necessitated by this layer of glass preclude the use of very high NA objectives. Objectives with working distances greater than 1 mm are commercially available with NA’s up to 0.8; so, in principle, we can ultimately gain up to a 30% improvement in resolution but at increased cost and decreased flexibility in the optical setup.

While a tighter focus provides greater resolution in the \( xy \) plane, it also decreases the Rayleigh range of the beam at the focus. A rapidly diverging beam leads to a blurring of the image spot and complicates the analysis of the broadening of the emission spot, since the point-spread function and optical transfer function of the imaging system would now have to be taken explicitly into account. In the present work, we avoid this complication by using thin samples and laser beams that are not too highly focused so that the Rayleigh range of the focused beam is greater than the sample thickness. For a highly focused beam, this may not be possible. If the sample is made very thin, less than the exciton diffusion length, then surface effects may distort the diffusion dynamics through phenomena like surface quenching or trapping. One way to avoid beam divergence effects in a thick sample is to use multiphoton excitation, so that excitation occurs only inside the focal volume. As long as the fluorescence can escape the sample easily, this provides a way to simultaneously localize the focus and avoid possible surface quenching effects in a very thin sample.

A more fundamental problem with the 1D-SCI technique is one that also complicates other methods for the measurement of EET distances. Radiative transfer due to reabsorption of the initially emitted luminescence has long been recognized as a mechanism that can distort the detected luminescence spectrum, decay dynamics, and spatial properties. This phenomenon is expected to be most pronounced when there is significant overlap of the absorption and emission spectra. Unfortunately, this is also the situation where resonant mechanisms of EET, like Förster transfer, are expected to be most efficient. Distinguishing between these two phenomena in a imaging experiment can be difficult, especially since radiative energy transfer is a complicated process that depends sensitively on the geometrical properties of the initially excited region and the
sample. To look at this phenomenon, we performed preliminary experiments on concentrated (2.5 \times 10^{-2} \text{ M}) solutions of disodium fluorescein (DSF) in basic ethanol. DSF has a very small Stokes shift, resulting in a large overlap between absorption and fluorescence spectra. Using two-photon excitation in a 1 \mu m thick cell, the 1D-SCI experiment resolved a broadening of the emission spot on the nanosecond time scale that yielded an estimated $D = 5 \times 10^{-2} \text{ cm}^2/\text{s}$. This value is 2 orders of magnitude larger than the value of $\sim 10^{-4} \text{ cm}^2/\text{s}$ obtained from transient grating measurements on similarly concentrated DSF solutions, and also the value $D = 2.1 \times 10^{-4} \text{ cm}^2/\text{s}$ obtained from measurements in our lab made using donor–acceptor transfer rates. In those experiments, we used varying concentrations of Rhodamine 6G as an acceptor and measured the change in the DSF fluorescence lifetime. We hypothesize that the discrepancy between the 1D-SCI measurements and the other two measurements is most likely due to radiative transfer between DSF molecules in the solution. In the simplest case, radiative transfer acts as a diffusive process with an effective diffusion constant $D_{\text{rad}}$ given by

$$D_{\text{rad}} = \frac{l_{\text{abs}}^2}{\tau_{\text{ex}}}$$

(12)

where $l_{\text{abs}}$ is the penetration depth of a photon before reabsorption. The smallest value for $l_{\text{abs}}$ (and thus the minimum radiative diffusion constant) is obtained from the path length of a photon at the peak of the DSF absorption, given by

$$l_{\text{abs}} = \frac{1}{\epsilon_{\text{peak}} C}$$

(13)

Using values for the peak absorption coefficient $\epsilon_{\text{peak}} = 92,300 \text{ M}^{-1} \text{cm}^{-1}$ and a concentration $C = 2.5 \times 10^{-2} \text{ M},$ we obtain a value for $l_{\text{abs}} = 4.0 \mu m$. Given a $\tau_{\text{ex}} = 3.5 \text{ ns}$ as measured in our thin cell, we then obtain a $D_{\text{rad}} = 4.6 \times 10^{-11} \text{ cm}^2/\text{s}$. The measured $D$ is 2 orders of magnitude smaller than this value. Thus, the value of $D$ obtained from the 1D-SCI experiments is a factor of 100 too high to be explained by intermolecular Förster transfer and a factor of 100 too small to be explained by the simplest model of radiative transfer. Although the origin of this discrepancy is not clear, it is likely that the simplest model of radiative transport does not capture the full complexity of the process in our sample. Clearly, more work is needed to determine the conditions where the 1D-SCI experiment can provide a reliable estimate of the nonradiative $D_{\text{nonrad}}$ when there is significant overlap between the absorption and the emission spectra.

A final point is that our present analysis of the 1D-SCI images assumes that the energy diffusion is isotropic in all three dimensions. While this is likely to be the case for liquid or amorphous polymer systems, it is generally not the case for oriented systems like molecular crystals. Anisotropic EET in the $xy$ plane would require a more advanced detection method. In these types of systems, either we would have to image the evolution of the entire spot using a two-dimensional detector or we would have to rotate the sample, taking one-dimensional cross sections of the spreading spot at regular intervals of rotation.

Conclusions

This paper has demonstrated the use of a new type of imaging experiment to directly look at the spatial motion of excited-state species in condensed phase systems. By coupling a streak camera to a far-field microscopy setup, we have demonstrated the ability to resolve broadening of the excitation spot that corresponds to diffusive displacements on the order of 150 nm. This experiment has been successfully used to image the translational diffusion of excited state POPOP molecules in toluene solution, as well as the absence of long-range EET in the polymer PVK. By improving the spatial mode of the exciting laser beam and the focusing optics, it should be possible to attain a resolution of 60 nm using the 1D-SCI approach. Complications due to sample thickness, out-of-focus light, sample anisotropy, and radiative energy transfer have been discussed. This last phenomenon complicates the interpretation of any direct measurement of EET in systems where there is significant overlap of the absorption and emission spectra. Despite these challenges, the 1D-SCI method provides a new way to visualize EET in condensed phase systems and may prove useful in the study of organic semiconductors for solar cell applications, where the exciton diffusion length helps determine the photovoltaic efficiency.
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