
1 Introduction
Our sensory systems are constantly bombarded with a complex array of information
pertaining to our physical environment. Somehow, we are able to make sense of these
inputs and structure our behavior accordingly. This feat is particularly impressive, given
the vast amount of information that we are able to encode. For instance, estimates of
human memory capacity range from 109 (Laudauer 1986) to 1020 (Von Neumann 1958)
bits, which translates to hundreds of thousands of visual objects, tens of thousands of
words and other sounds, and many skills, episodic memories, etc. How we acquire
this knowledge, and what factors constrain learning, is a matter of intensive study
(for reviews see Chun 2000; Das et al 2001; Goldstone 1998; Seitz and Dinse 2007;
Seitz and Watanabe 2005; Wasserman and Miller 1997).

Recent lines of research demonstrate conditions in which learning is patterned after
the statistical regularities of the surrounding environment in the absence of any explicit
task (Dinse et al 2003; Frenkel et al 2006; Saffran et al 1999). For instance, theoretical
studies of early development suggest that the patterning of the early sensory systems
can be accounted for by the statistical regularities of the sensory environment (ie by
the pattern of inputs received by the system) and that, in turn, the distribution of
feature detectors in the sensory structures is determined by the frequency distributions
of such features in the physical environment (Grossberg 1976; Grossberg and Seitz
2003; Kohonen 1982; von der Malsburg 1973). In accordance with this viewpoint,
animals that are raised in environments with restricted visual experience (Blasdel et al
1977; Hubel and Wiesel 1964; Singer et al 1981), or restricted auditory experience
(Chang et al 2005; King and Moore 1991; King et al 2000) during their developmental
critical periods develop biased representations in primary sensory cortical areas.

While these developmental studies present an extreme case of how sensory alterations
affect sensory learning, studies of `statistical learning' (Fiser and Aslin 2001; Saffran
et al 1999) examine how stimulus ^ stimulus associations can be rapidly learned solely
on the basis of inter-stimulus statistical contingencies. In this paradigm, participants
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are passively exposed to arbitrary stimulus configurations for which the underlying
statistical properties are manipulated by the experimenter. After passive exposure to
the stimuli, participants' degree of familiarity with the experienced stimulus combina-
tions is evaluated. These studies have demonstrated that a relatively brief exposure to
a set of visual (Fiser and Aslin 2001, 2002) or auditory (Saffran et al 1999) stimulus
features allows subjects to learn statistical relationships among the stimuli. For instance,
stimuli that are consistently presented in spatial (Fiser and Aslin 2001) or temporal (Fiser
and Aslin 2002) proximity become more familiar than those that are not correlated
in space or time. While statistical learning has been shown for visual (Fiser and Aslin
2001), auditory (Saffran et al 1999), and somatosensory (Conway and Christiansen 2005)
modalities, cross-modal statistical learning has not yet been investigated.

In this study, we address four key issues related to audio ^ visual statistical learning.
First, does the learning of associations between stimuli in the same sensory modal-
ity occur when information is available concurrently in more than one sensory modality?
Second, can audio ^ visual associations be learned solely on the basis of the statistics
of stimulus co-occurrence? Third, is the degree of learning a function of the temporal
rate in the audio and visual streams? Fourth, to what degree is the learning of unisen-
sory associations affected by the simultaneous learning of other modal or crossmodal
associations?

2 Experiment 1
2.1 Methods
2.1.1 Participants. Thirty-six undergraduate participants (aged 18 ^ 35 years) (nine in each
group) took part in the study and received course credit or payment for their participa-
tion. All participants were naive to the purpose of the study and participated in only
one experimental condition. The experiments were conducted in accordance with the
IRB approved by the Committee on Human Research of the University of California
and the Declaration of Helsinki.

2.1.2 Stimuli.Visual stimuli consisted of a set of eight arbitrary black-and-white figures
(shown in top row of figure 1a) adapted from Fiser and Aslin (2001). Images were sized
to 1286128 pixels, subtended 3 deg, and were each presented for 300 ms. Visual stimuli
were presented on a 19-inch CRT monitor with resolution of 11526768 and refresh rate
of 75 Hz.

V-V pair

A-A pair

AV AV

AV-AV quartet

(a)

(b)

Figure 1. Sample of stimuli used in experiments 1 and 2.
Eight shapes and eight sounds were used in experiments 1
and 2. (a) Top row: all eight stimuli, from each modality,
are shown in example ensembles. The actual subcom-
ponents of the quartets were randomly assigned for each
participant. Bottom row: the spectrograms (abscissa is
time, ordinate is normalized frequency) of the audio stim-
uli. (b) For illustration purpose, one stimulus-ensemble is
shown with designations for each of the three pairs (A-A,
V-V, AV) and the quartet.
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The 8 audio stimuli with differing spectrotemporal properties created in Matlab
(v. 7, Mac OS X) were designed to mimic the properties of the visual stimuliöeasily
discriminable, and unfamiliar. Spectrograms of all stimuli used are shown in the bottom
row of figure 1a. The duration of the audio stimuli was 300 ms (5 ms on/off ramp).
Audio stimuli were presented binaurally via speakers positioned on each side of the
monitor screen at the same height as the visual stimuli. Sound pressure level was set
at a comfortable hearing level of �60 ^ 65 dB for all participants.

Audio and visual stimuli were presented simultaneously during the first part of the
experiment ( èxposure', see below), with each of the 8 audio and 8 visual stimuli
uniquely assigned to a specific q̀uartet' (a sequence of 2 audio ^ visual synchronous pairs;
see figure 1b for details). In other words, stimuli were presented as a stream of audio ^
visual quartets (AV-AV), which consisted of visual pairs of sequentially presented shapes
(V-V) that always co-occurred with a certain pair of sequentially presented sounds (A-A).
The stimulus make-up for these quartets was randomly assigned for each subject.
During the second part of the experiment (`testing', see below), test stimuli consisted
of either audio ^ visual quartets (AV-AV), unisensory sequential pairs (V-V or A-A), or
synchronous audio ^ visual pairs (AV).

2.1.3 Procedure. The experiments took place in a dimly lighted room. Participants sat
57 cm away from the monitor screen with their heads stabilized with a chin-rest. Stim-
uli were presented with custom software written with use of the Psychophysics Toolbox
(Brainard 1997; Pelli 1997) for MatlabTM (Natick, MA) on a Macintosh G4 computer.

During the first phase of the experiment ( èxposure', �8 min long), participants
were presented with a rapid serial presentation of a continuous stream of four AV-AV
quartets presented one hundred times each in a pseudorandom order with the con-
straint that a given quartet could not appear twice in immediate succession. Quartets
or pairs could not be segmented on the basis of any temporal or spatial cues as the
SOA of the AV stimuli was fixed within and across quartets. Four different inter-
stimulus-interval (ISI) conditions (0, 100, 300, and 500 ms) were run in different subject
groups. Each subject was randomly assigned to an ISI condition, which specified the
ISI between each AV pair (and, accordingly, between sequential quartets). The same ISI
was used both for exposure and for testing. Subjects were asked to carefully watch
and listen to the stimuli. At the time of exposure, participants were not informed that
there would be a subsequent testing phase.

Following exposure, in the testing phase, participants were tested with a two-interval
forced-choice (2IFC) paradigm, judging in each trial which of the two intervals
contained the stimulus that was most familiar to them. During the testing phase,
the stimuli were either presented as unimodal pairs (A-A or V-V), bimodal pairs (AV),
or bimodal quartets (AV-AV). In a given trial, one interval consisted of one ensemble
(A-A, V-V, AV, or AV-AV) that had been repeatedly presented during exposure, and
another interval consisted of an ensemble of the same sensory combination (A-A, V-V,
AV, or AV-AV, respectively) constructed of a novel combination of shape and/or
sounds randomly selected from the stimulus set used during exposure (in some cases
the same stimulus element could be used in both the novel and the exposed ensemble).
Specifically, while during exposure the joint probability of the presentation of each
exposed AV-AV quartet (or each A-A or V-V pair) was 0.125 (and a conditional
probability of constituent elements equal to 1), the joint (and conditional) probability
of the novel ensembles was 0. Participants were allowed 2 s to provide their choices
(1 or 2) by key press. 8 repetitions of each of the 4 stimulus conditions for each
ensemble were presented in a randomly interleaved fashion for a total of 128 trials
per subject.
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2.2 Results and discussion
2.2.1 Joint audio ^ visual probabilities. The goal of the first experiment was to determine
whether individuals are sensitive to the conjunction of audio ^ visual (AV) events, ie to
their joint probability. During exposure to the audio ^ visual stimuli, the relative timing
of the audio and visual streams was arranged such that A-A pairs always co-occurred
with the V-V pairs, constituting audio ^ visual quartets (AV-AV). If the two streams
were presented separately, previous work would predict that observers would learn
visual associations (V-V pairs) (Fiser and Aslin 2001) or, similarly, audio associations
(A-A pairs) (Saffran et al 1999). Here, however, two streams were presented con-
currently. Because this paradigm could disrupt learning (Seitz et al 2005) within the
individual sensory modalities (for instance owing to attentional overload or interfer-
ence), we also checked whether unisensory associative learning (A-A and V-V) could
occur simultaneously with multisensory associative learning (AV).

The first question that we addressed was whether learning of unimodal pairs occurs
when information is available concurrently in more than one modality. Figure 2a
shows the average performance of all participants collapsed across the different ISI
conditions. A significant learning effect was observed for the A-A pairs (t35 � 3:7, p 5
0:001, two-tailed t-test versus chance level of 50%) and for the V-V pairs (t35 � 3:9,
p 5 0:001, t-test). This suggests that A-A and V-V associations can develop concurrently
through statistical learning.

Our second question was whether audio ^ visual ensembles can be learned. Collapsing
data across the ISI conditions showed that there was a significant learning effect for
the AV pairs (t35 � 9:5, p 5 0:001, t-test). These results provide a first demonstration that
statistical learning can indeed produce multisensory associations. We found a greater
degree of learning for the crossmodal pairs (AV) when compared to the unisensory
pairs: AV versus A-A (t35 � 6:3, p 5 0:001, t-test, paired), AV versus V-V (t35 � 5:3,
p 5 0:001).

Additionally, the performance for AV-AV quartets was significantly better than
chance (t35 � 9:3, p 5 0:001, two-tailed t-test) and better than the performance in the
unisensory conditions: AV-AV versus A-A (t35 � 5:5, p 5 0:001, t-test, unpaired) and
AV-AV versus V-V (t35 � 4:9, p 5 0:001). An important consideration in evaluating
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Figure 2. Experiment 1: learning of audio, visual, and audio ^ visual ensembles. (a) Mean perfor-
mance across all subjects for audio, visual, audio ^ visual pairs, and audio ^ visual quartets (averaged
across ISI conditions). (b) Effect of ISI: mean performance across all subjects for audio, visual,
audio ^ visual pairs, and audio ^ visual quartets. Error bars indicate 1 SEM.
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the performance of the AV-AV quartets is that subjects could be responding to the
quartets by separately processing the A-A and the V-V pairs (ie responding to the sub-
components of the quartets). If this were the case, performance on the AV-AV quartets
should be less than, or equal to, the summed probability of responding correctly to each
of the unimodal pairs. Indeed, subjects did perform slightly worse (t70 � ÿ1:7, p 5 0:05,
paired t-test) on the AV-AV quartets (mean, M � 77%; standard error, SE � 5:7%)
than the summed probability of the A-A and V-V pairs (M � 84%, SE � 9:4%). The
performance on the quartets also did not significantly differ from performance on
the AV pairs (t35 � 0:47, p � 0:64, paired t-test). Nonetheless, participants' high per-
formance on the AV pairs, which do not contain unisensory pairs (A-A or V-V) as
subcomponents, cannot be explained by summing the probabilities on the unimodal
pairs, and thus unequivocally reflects the learning of multisensory associations.

It is also notable that our testing sessions are rather long, and with 8 repetitions
per pair (or 32 trials for each condition), there exists the concern that some part of
the learning could occur during the testing sessions. To test for this possibility, we
examined whether performance differed between first and second half of the testing
sessions. Collapsing across all ISI conditions, we found no difference between session
parts in the AV-AV, V-V, and AV conditions (t35 � 0:8231, 1.0428, 1.4620; p � 0:42,
0.30, 0.15, paired t-tests, respectively). In the case of the A-A condition a significant
effect was observed (t35 � 2:2, p 5 0:05); however, performance here actually decreased
in the second half (first half, M � 62%, SE � 3%; second half, M � 57%, SE � 3%).
This deterioration of learning is in the opposite direction of what would be expected
if the testing session contributed to the learning effect.

Our third question addressed the extent to which the rate of stimulus presentation
affects the degree of statistical learning. Overall, participants performed better as the
ISI increased and the pattern of performance across ensemble types did not change
as a function of ISI (see figure 2b). This observation was substantiated with a 2-way
ANOVA showing a significant main effect of ISI (F3 143 � 12:95, p 5 0:001) and of
ensemble type (F3 143 � 2:7, p 5 0:05). However, the interaction of ISI and ensemble
type yielded no significant effect (F9 143 � 0:65, p � 0:75). Thus, although ISI affected
learning, it did not have a significant impact on the type of ensembles that were best
learned.

Our fourth and final question regarded the degree to which the learning of uni-
sensory audio or visual associations is impacted by the simultaneous acquisition of
multisensory associations and unisensory associations of the other modality. We there-
fore did a second experiment to address these issues.

3 Experiment 2
3.1 Methods
3.1.1 Participants. Forty-eight new undergraduate participants (aged 18 to 35 years)
(twelve in each group) took part in the study and were treated in the same manner as
described in section 2.1.1.

3.1.2 Stimuli. The same stimuli were used here as described in section 2.1.2.

3.1.3 Procedure. Two multisensory groups were exposed to the identical exposure pro-
cedure as in the first experiment (with 300 ms ISI). However, one group was tested
only on visual pairs (AV-vistest group), while the other group was tested only on audio
pairs (AV-audtest group). The remaining two groups were run in the unisensory con-
dition, where one group of subjects was exposed to only the visual stream and tested
on visual pairs (V-vistest) and the other group was exposed to only the audio stream
and was tested on audio pairs (A-audtest). One subject in the V-vistest group was dropped
from the study for failure to respond within the 2 s response window of the test trials
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,
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and thus only data from eleven subjects were analyzed from the V-vistest group. During
testing, 8 repetitions per unisensory pair (visual or audio) were presented for a total
of 32 trials per subject.

3.2 Results and discussion
3.2.1 Impact of multisensory learning on unisensory learning. The results of experiment 2
are shown in figure 3. We found a remarkable similarity between the performance of
subjects in the multisensory and unisensory exposure groups. Subjects in the audio-
test groups performed on average 66% � 4% for the AV-audtest and 66% � 5% for
the A-audtest, with no significant difference between the groups (t22 � 0:1, p � 0:92,
t-test). Similarly, subjects in the visual-test groups performed on average 66% � 3%
for the AV-vistest and 65% � 5% for the V-vistest, with no significant difference
between the groups (t21 � 0:08, p � 0:94, t-test). These results are higher than those
found in the first experiment (A-A � 60% � 4%, V-V � 58% � 5%), but, given that sub-
jects in experiment 1 experienced interleaved trials from each of the four different types
of associations, it seems likely that the performance differences between experiments are
due to the differences between the testing procedures. The results of experiment 2 thus
demonstrate that simultaneous learning of other-modal and crossmodal associations does
not negatively impact the acquisition of unisensory visual or audio associations, and that
these three types of associations can develop independently.

4 General discussion
The different sensory modalities are generally held to be independent and self-contained.
Recent research, however, demonstrates that crossmodal interactions are ubiquitous in
human perception (Driver 1996; Driver and Spence 1998; Howard and Templeton 1966;
McGurk and MacDonald 1976; Sekuler et al 1997; Shams et al 2000; Soto-Faraco et al
2002; Spence et al 2004; Violentyev et al 2005), and has led to a gradual shift from a
paradigm of sensory modularity to a more interactive and integrative paradigm of
multisensory processing (Calvert et al 2004; Ghazanfar and Schroeder 2006; Shimojo
and Shams 2001). Despite the overwhelming evidence for crossmodal interactions in
various tasks, multisensory and crossmodal learning has been by and large neglected
(but see Goulet and Murray 2001; Lacey and Campbell 2006; Tanabe et al 2005).

Our results provide the first demonstration of multisensory statistical learning. In
experiment 1, we showed that multisensory statistical learning of AV associations occurs
in parallel with unisensory statistical learning of A-A and V-V associations and that
the magnitude, but not the pattern, of learning is affected by the rate of presentation.
We also found that observers discriminated the AV pairs significantly better than the
unisensory pairs (A-A or V-V), but it remains unclear whether this superiority reflects
a better propensity to learn crossmodal associations or reflects the finding that concur-
rently presented stimuli are better learned than successively paired stimuli.
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Figure 3. Experiment 2: Impact of multi-
sensory learning on unisensory learning.
Mean performance in the multisensory and
unisensory groups for audio and visual
ensembles. Error bars indicate 1 SEM.
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Importantly, the simultaneous learning of other-modal and crossmodal associations did
not negatively impact the acquisition of unisensory visual or audio associations. Experi-
ment 1 demonstrated that learning of multisensory associations occurred simultaneously
with learning of unisensory associations. Furthermore, experiment 2 verified that the degree
of learning of unisensory associations was independent of multisensory learning, since
unisensory learning was equivalent for subjects exposed to multisensory and unisensory
associations.

Our findings are in line with a recent study showing evidence of independent acqui-
sition of audio and visual artificial grammars through statistical learning (Conway
and Christiansen 2006).While this study showed a similar pattern of independent acqui-
sition of grammars in different modalities, it did not probe crossmodal sequences. In
addition, our study differs in the fact that our audio and visual stimuli were presented
in simultaneous streams, and hence we show that learning of AV as well as A-A and V-V
associations can develop in parallel.

In addition to the demonstration of multisensory statistical learning, the current
results provide some hints about the properties underlying this type of associative
learning. For instance, our results are consistent with the existence of three similar but
separate associational systems (one audio, one visual, and one multisensory). This
postulate of separate associational systems for unisensory and multisensory events
is consistent with recent research in attentional processing systems. For instance, while
some studies show strong evidence of multisensory attentional systems (Busse et al
2005; Driver and Spence 1998; Spence and Driver 1996), other research demonstrates
that attentional effects can also be modality specific (Beer and Roder 2005; Duncan
et al 1997). Alternatively, associative learning could be subserved by a learning process
that operates on representations in a modality-independent manner, and thus can
result in learning of associations regardless of modality of origin. Such a multimodal
or amodal learning mechanism would be consistent with the remarkable similarity in
the degree of learning between the A-A and the V-V associations. However, since we
found that learning in one modality did not affect learning in others, one would need
to incorporate the assumption that associations within (and perhaps across) modalities
are learned independently. Furthermore, to explain the different magnitude of learning
between the unisensory and multisensory associations in experiment 1, this system
would need to be more effective in extracting relationships among simultaneous stimuli
compared to successive stimuli. Further research will be necessary to distinguish
between the three-systems and single-system hypotheses.

Statistical learning is often described as a type of implicit learning (Fiser and
Aslin 2001, 2002). To promote the implicitness of learning, we adopted the use of a
rapid serial presentation, as the temporal masking and interference with memory
make it difficult for subjects to consciously keep track of the stimulus ensembles.
Similar rapid serial presentations have been used in other studies of statistical learn-
ing (Conway and Christiansen 2005; Saffran et al 1999). Indeed, we found, through
informal interviews, that subjects tended to be unaware of their level of performance;
even subjects who performed well above chance tended to report that they had low
confidence in their responses. This leads us to believe that our results reflect an
automatic, implicit, learning process rather than a conscious assessment of the stimuli.
While ecological validity of psychophysical tasks is always questionable, we believe
the paradigms employed in our experiments are not too far removed from natural
settings, as similar learning processes are likely to operate in learning navigational
cues or other regularities when rapidly traversing new environments (eg running through
the woods).
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5 Conclusion
Our experience with the world intrinsically involves the simultaneous processing of
information from multiple sensory modalities. The present study demonstrates that
associations, both within and across modalities, can be built implicitly on the basis of
the statistics of stimulus presentation. Furthermore, multisensory and unisensory learn-
ing may occur in parallel, which suggests that statistical learning may operate on all
stimuli regardless of their modality of origin. Taken together, our results are an important
step in understanding how humans learn to combine information within and across
sensory modalities to acquire new knowledge of their environment.
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